
CPP: Concept Drift Detection via 
Class Posterior Probability
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Motivation

Data Stream: (a)Infinite Length  (b)Evolving Nature

Challenges:

Single Pass Handling

Memory Limitation

Low Time Complexity

Concept Drift

March,2015
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Introduction

March,2015

Concept drift refers to the change of the conditional 
distribution of the target variable given the input data 
over time.

Therefore, the question is how to well capture the change 
of conditional distribution of the target variable (C | X)P
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Introduction

March,2015

Recent works can be summarized in two basic models 

Distribution-based detector

The distribution based methods detect concept drift by monitoring 
the change of data distributions between two  fixed or adaptive 
windows of data.

Hard to determine window size

Learn concept drift slower

Focus on data distribution instead  of  model(classifier)
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Introduction

March,2015

Error-rate based detector

Error-based methods often capture concept drift based on the 
change of the classification performance. (e.g. comparing the 
current classification performance to the average historical error 
rate with statistical analysis.)

Sensitive to noise

Hard to deal with gradual concept drift

Depend on learning model itself heavily

Both methods don’t model concept drift well

Recent works can be summarized in two basic models 
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Intuition
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Posterior probability: A gradual concept drift leads to a slow 
change of class posterior probabilities for one or more classes. 
The quicker the concept evolves, the faster the class posterior 
probability changes. 

Building upon the class posterior probability, the concept drift is well modeled.
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Basic idea
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and early-warning-late-confirmation

CPP: Instead of comparing distributions 
of two adaptive windows of data or 
using prediction performance to infer 
concept drift, we detect concept drift via 
Class Posterior Probability.

- Class Posterior Probability : Classifier Chain
- Gradual Concept Drift : act in a feedback way 
- Sudden Concept Drift : potential drifting point distinguish 
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Classifier Chain
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• Here we use it  to estimate online class posterior 
probability as it allows learning the dependencies among 
features effectively.

Label

Simply count it
Naïve Bayes
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Gradual Concept Drift
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How to dynamically model and calculate concept drift 
speed via class posterior probability?  

Basic idea: The change rate of posterior probability for a given 
class C can reflect the corresponding concept drift speed. And 
we estimate the change rate of posterior probability in a 
instance-aware manner.

: the mean of representative class posterior probability
: the mean of all class posterior probability
: the change rate of posterior probability
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Gradual Concept Drift
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Basic idea: The prediction model needs to be adaptively 
updated by learning recent relevant instances .Thus we use a 
forgetting-like mechanism such as decay function to dynamically 
update model by weighting.

How to adapt to concept drift better and faster when we 
obtain the concept drift speed?
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Gradual Concept Drift

March,2015

the drift speeds up 
(e.g. the gradual 

drift occurs) 

β will increase 

Less data used 
to train

Model adapt 
well

if too less data 
used to train

The system acts in a feedback way
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Abrupt Concept Drift
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If the drift is large enough (abrupt drift), we need to explicitly 
detect it for better adaptation though we have captured the 
gradual concept drift well.

The main challenge in abrupt concept drift detection:

Most existing algorithms face a common problem: the tradeoff 
between stability and sensitivity. An ideal concept drift detector 
should be sensitive to real concept drift, but robust to noise and 
virtual concept drift.
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Potential drifting point distinguish
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It is regarded as a potential drifting point if
 

Fig.4 An illustration of the P-Tree structure.

where δ is the standard deviation of the class posterior 
probabilities.
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Early-warning-late-confirmation
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If the estimates between two estimators are different significantly, 
the abrupt drift is confirmed, and the tentative estimator replaces 
the current estimator.

Otherwise, the potential drifting points are regarded as noise.

Once a potential drifting point is marked, we continuously monitor 
the following incoming data using a new tentative estimator. 
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Experiments & Results
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Experiment for abrupt concept drift
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Data sets
 Synthetic data

Comparison methods
 ADWIN
 PL
 PHT
 STEPD
 DDM
 EDDM
 ECDD

Evaluation Metrics
 False Alarm Rate
 Miss Detection Rate
 Warning Delay
 Confirmation Delay
 Number Of Drift Detected
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Experiment for abrupt concept drift
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1、CPP’s confirmation delay is (sub)optimal time to exclude the noise effect.
2、CPP allow identifying all the drifting concepts nearly without false alarm 
and miss detection.
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Experiment for gradual concept drift
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1、CPP allows well capturing gradual concept drift and learning adaptively
2、CPP can capture subtle change of concept drift at an instance level
3、The performance of CPP gradually increases as the estimator is more 
stable and robust.
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Experiment in real world datasets
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Conclusion
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 Our method successfully model the concept drift via 
class posterior probability.

 Our method successfully detect the abrupt concept 
drift with noise via pinpointing the noisy examples.

 Our method successfully model the speed of 
concept drift and adapt to the gradual concept drift 
dynamically in a feedback way.
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Thanks for your attention！

Q & A


